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Abstract. It is known that speech recognition performance varies pend-

ing when the utterance was uttered although speakers use a speaker-

dependent speech recognition system. This implies that the speech varies
even if a speciſic speaker utters a specific sentence. Hence, we investigate

the speech variability of a specific speaker over short and long time pe-

riods for getting the stable speech recognition performances. For this in-
vestigation, we need a specific speaker's speech corpus which is recorded

over long time periods. However, at present, we have not seen such a

Japanese speech corpus. Therefore, we have been collecting the Japanese
speech corpus for investigating the relationship between intra-speaker

speech variability and speech recognition performance. In this paper,

first, we introduce our speech corpus. Our corpus consists of six speak-

ers' speech data. Each speaker read specific utterance sets tree times a

day, once a week. Using a specific ſemale speaker's speech data in this

corpus, we conduct speech recognition experiments for investigating the

relationship between intra-speaker speech variability and speech recog-

nition performance. Experimental results show that the variability of

recognition performance over different days is larger than variability of

recognition performance within a day.

1 Introduction

Recently, speech recognition systems, such as car navigation systems, and cellu-

lar phone systems have come into wide use. Although a speaker uses a speaker-

dependent speech recognition system, it is known that speech recognition per-

formance varies pending when the utterance was uttered. For this reason, we

consider that speech characteristics varies even though the speaker and utter-

ance remain constant. This intra-speaker variability is caused by some facto
rs

including emotion and background noise. If the recognition performance is not

consistent, then products using speech recognition systems become less useful

for the end-user. As the relationship between intra-speaker's speech variabi
lity

and speech recognition performance is yet unclear, we began to investigate the

nature of this relationship.
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In the field of speaker identification and verification, it has been reported that.

speaker verification performance degraded for a standard set of templates after

only a few months[1][2]. However, we have not seen this evaluation applied to
Japanese speech recognition. At present, there are a lot of Japanese speech cor-

pora for studying speech recognition[3][4][5]. However, we have not seen a corpus

of Japanese speech data of a specific speaker over a long time period. Hence, we

have not been able to investigate the relationships between the intra-speaker's

speech variability and speech recognition performance. In order to examine the

intra-speaker's speech variability and its influence on speech recognition perfor-

mance, we need a new corpus. Consequently, we started collecting some specific

speaker's read speech data. Data collection was initiated in October 2002. It is

still underway as of December 2005. In this paper, we describe the speech corpus

collected by us for investigating intra-speaker's speech variability.

Because the initial speech data which were collected at one recording time
was one file, we need to divide one recorded file into separate utterances. This

process requires a lot of time and effort. In this paper, we propose an automatic

utterance segmentation tool for dividing one recored file into separate utterances.

At present, we have some speech data which has been processed using this
segmentation tool. We conducted the speech recognition experiments using these

speech data. In this paper, we report phoneme accuracy on each speaking day
and at each speaking time.

In the following section, we introduce the our database. In section 3, we

propose the automatic utterance segment tool for processing our database. In
section 4, we show the experimental conditions and results. In the last section

(section 5), we describe the summary of this paper and future works.

2 A Japanese speech corpora

There are a lot of Japanese speech corpora for studying speech recognition[3][4][5].
Most of these speech corpora are designed for studying speaker independent
speech recognition systems. Hence, the amount of speech data from one speaker

is limited and often collected on one day. Using these speech corpora, it is difficult
to investigate the speaker's speech variability over long time periods and relation-
ships between speaker's speech variability and speech recognition performance.
In addition, these corpora lack information about speakers, such as physical con-
dition of speaker, environmental condition of recording, and so on. To investigate
what caused the variability of the speaker's speech, we need this information.
Consequently, we began collecting speech data of some specific speakers uttered
over a long time period. In our corpus, the speaker fills out a questionnaire which
is described in section 2.5 at each recording session. Since September 2002, we

have been collecting speech data for investigating the relationships between the
speech variation and speech recognition performance. In this section, we describe
our Japanese speech corpus.
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Table 2. Silent room environment (phoneme accuracy (in %))

123

Recording days
2003

2004
1010 1017 1024 1031 1107 1115 1121 1128 0105 0109 0116

Morning

Afternoon

Evening

Average

72.0 70.6 68.5 68.4 71.7 67.9 70.6 70.6 71.5 70.7 72.9
72.2 73.4 67.3 70.8 72.0 73.5 73.2 70.6 70.8 73.3 73.6
72.1 70.2 75.1 72.9 72.3 73.2 70.7 74.6 71.4 72.0 73.7
72.1 71.4 70.3 70.7 72.0 71.5 71.5 71.9 71.2 72.0 73.4
2003

0123 0130 0206 Average
Morning
Afternoon

Evening

A verage

72.1 69.4 68.7 70.4

72.3 70.9 70.2 71.7

73.7 70.4 72.1 72.4

72.7 70.2 70.3 71.5

Table 3. Variance of the recognition accuracy against speaking day and speaking time

recording
environment V Vm Va Ve

schoolroom

silent room

1.60

2.32

8.88 8.36 4.01

2.91 2.12 2.38

Comparison of variances

From Table 3, we also see that the difference between the variance of the speaking

time in the silent room (Vm, Va, Ve) is smaller than in the schoolroom. The

training data for the silent room was collected in one day although the training

data for the schoolroom was collected in two months. Hence, the acoustic model

for the schoolroom may be able to be trained using the variation of the speech
resulting from a longer collection period.

5 Summary

In this paper, we described a Japanese speech corpus for investigating speech
variability in a specific speaker over long and short time periods. This corpus
has been collected by us since October 2002. The data collection is still ongoing.

We have collected six speakers' utterances. Each speaker spoke three times in a
day once a week. In addition, we proposed an automatic utterance segmentation
tool for dividing one recorded file to individual useful utterances.

Using a part of our speech corpus, we conducted speaker dependent speech
recognition experiments. Experimental results show that recognition performance

degraded when there are acoustic mismatches between testing and training data

collected over different periods.
In the future, we will continue to collect speech data and enhance our speech

corpus. We will conduct speech recognition experiments using otner speaker's
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speech data and investigate the influence of recording period on the recogni
tion

performance.
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